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Abstract—Knowledge representation is an important topic in common-sense reasoning and Artificial Intelligence, and one of the earliest techniques to represent it is by means of knowledge bases encoded into logic clauses. Encoding knowledge, however, is prone to types and other kinds of consistency mistakes, which may yield incorrect results or even internal contradictions with conflicting information from other parts of the same code. In order to overcome such situations, we propose a logic-programming system to debug knowledge bases. The system has a strong theoretical framework on knowledge representation and reasoning, and a suggested on-line prototype where one can test logic programs. Such logic programs may have, of course, conflicting information and the system shall prompt the user where the possible source of conflict is. Besides, the system can be employed to identify conflicts of the knowledge base itself and upcoming new information, it can also be used to locate the source of conflict from a given inherently inconsistent static knowledge base. This paper describes an implementation of a declarative version of the system that has been characterised to debug knowledge bases in a semantical formalism. Some of the key components of such implementation are existing solvers, so this paper focuses on how to use them and why they work, towards an implemented a fully-fledged system.
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I. INTRODUCTION

As one of the major and traditional topics of artificial intelligence over the last years, knowledge representation and commonsense reasoning have proved to be strong theoretical frameworks for logic programming (LP) to manage knowledge bases. As a result, LP has become more widely applied in the administration knowledge bases of intelligent (rational) agents, especially when talking about an agent's incomplete knowledge in a changing environment. Such knowledge typically is encoded into a traditional LP language like Prolog or ASP and the resulting program is said to be the knowledge base of, say, from an intelligent agent to a logical circuit.

Although encoding knowledge into a logic program is a very important topic of research over the last few decades, little attention has been paid to the problem of debugging the resulting knowledge bases and how to implement a solution. The problem arises when having a typo or another kind of mistake while encoding, and it can be a gross problem if the knowledge base is particularly large.

Several authors [1]-[7] propose methods to manage knowledge bases and use Answer Set Programming [8]—or simply ASP—as their foundation for being one of the most solid and studied semantics for logic programs over the last decade. The approaches and the semantics itself, however, cannot provide an explicit method to self-debug its programs when conflicting rules exist or one needs to incorporate new information that conflicts with previous knowledge. For example, let us, consider the following simple knowledge base.

**Example 1**: Suppose we have the following simple logic program (in ASP) representing the knowledge of an agent, which acts under specific circumstances.

\[ P = \{ \text{sleep} \leftarrow \text{night}, \neg \text{tv(on)} \} \]
\[ \text{night} \leftarrow \top \]
\[ \text{watch(tv)} \leftarrow \text{tv(on)} \]
\[ \text{tv(on)} \leftarrow \top \]

The unique model of such program is \{\text{night}, \text{watch(tv)}, \text{tv(on)}\}. Now suppose that for some reason, we need to incorporate new information encoded into the rule \(\neg \text{watch(tv)} \leftarrow \top\). One can easily realize that the sole inclusion of the new information into the initial knowledge base,

\[ P' = \{ \text{sleep} \leftarrow \text{night}, \neg \text{tv(on)} \} \]
\[ \text{night} \leftarrow \top \]
\[ \text{watch(tv)} \leftarrow \text{tv(on)} \]
\[ \text{tv(on)} \leftarrow \top \]
\[ \neg \text{watch(tv)} \leftarrow \top \]

has no models either. What is more, the lack of an appropriate conclusion has collapsed the entire knowledge base and
no further conclusions can be drawn from it. So, the agent
knows nothing at all now.

Of course, the above mentioned references can perform a
corresponding update and automatically incorporate the new
information into a new consistent knowledge base that does
draw appropriate conclusions. Naturally, the purpose of such
references is a little different from the one we pose in this
work. As a result, once the update is performed, one can get
the resulting models, if any, and (in one of the references)
the corresponding new knowledge bases. The problem with
the approach arising, however, when one tries to update an
initial inconsistent knowledge base.

There are several earlier related works that have addressed
the problem of debugging knowledge bases. For instance,
[5] proposed a framework to restore consistency of a given
list of planning specifications encoded into an ASP static
program. The proposal introduces the use of a method
called Consistency-Restoring Rules to diagnose the source
of conflict in a very particular context. Another proposal is
in order when changing "factory" specifications of the knowl-
edge base of an intelligent agent coping with a dynamic
changing environment, by means of program transformations
[7]. Although the latter is in the same context we suggest,
they both have not been extended to the general case of
debugging knowledge bases, besides having to move to the
particular syntax they propose.

As a result, the present work introduces a general alterna-
tive to those proposals, and it addresses both kinds of
problems into a single framework, and without need of a
different language. We propose a prototype for debugging
knowledge bases by a more concise and precise method
of relaxation. In addition to that, this work introduces some
formal specifications for the implementation on top of an
ASP solver called DLV [9].

In this paper the reader can find a general description of a
system to implement a debugger, as well as tools, methods,
and directions to get the running solver itself. It begins
with preliminary notation in Section II, followed by the
main declarative definitions of the semantics and a couple
of properties (Section III), which are the core of the paper
together with some implementation techniques Section IV.
The last section gives final conclusions and future work.

II. PRELIMINARIES

This section is quite general and then we expect the reader
to be familiar with basic notions of logic programming,
Answer Sets Programming and non-monotonic reasoning
from the literature.

A. Logic Programming and Answer Sets

The main base of our proposal is Answer Set Program-
ing —ASP— [8] that is a well-known semantics for its

1 It is static in the sense that the thorough knowledge base endures no
change, while the dynamic part is the generation of plans itself.

logical properties and it is one of the foundations many
authors propose for their approaches. Its formal language
and some more notation are introduced very briefly as
follows.

Definition 1 (Language \( L_{\text{ASP}} \) of logic programs): In the
following we use the language of propositional logic with
propositional symbols: \( p_0, p_1, \ldots \); connectives: \( \wedge \) (con-
junction); \( \oplus \) (disjunction); \( \ominus \) (implication); \( \bot \)
(falsum); \( 
\) (verum); \( \neg \) (default negation); \( \sim \) (strong negation);
auxiliary symbols: \( (\cdot, \cdot) \) (parentheses).
The propositional symbols are also called atoms or atomic
propositions. A literal is an atom or an atom negated by \( \sim \).
A rule \( \rho \) is an ordered pair \( \text{Head}(\rho) \leftarrow \text{Body}(\rho) \), where
\( \text{Head}(\rho) \) is a (possibly empty) finite set of literals, and
\( \text{Body}(\rho) \) a (possibly empty) finite set of (default-negated)
literals.

The syntax of a logic programs can be defined as follows.

Definition 2 (EDLP): An extended disjunctive logic pro-
gram is a set of rules of form

\[
\ell_1 \lor \ell_2 \lor \ldots \lor \ell_l \leftarrow \ell_{l+1}, \ldots, \ell_m, \neg \ell_{m+1}, \ldots, \neg \ell_n
\]  

(1)

where \( \ell_i \) is a literal and \( 0 \leq l \leq m \leq n \).

Naturally, an extended logic program (or ELP hereafter) is
a finite set of rules of form (1) with \( l = 1 \); while an integrity
constraint (also known in the literature as strong constraint)
is a rule of form (1) with \( l = 0 \); while a fact is a rule of the
same form with \( l = m = n \).

Informally, the semantics of such programs consists of
reducing the general rules to rules without default negation
\( \sim \), because the latter are universally well understood.
For page limitation, we just skip the formal definition of such
reduct, which can be easily found in the literature. Finally,
we will use the alternative default-negation symbol not to
denote encoded DLV programs rather than generic ones.

A component of our solver, a weak constraint is a con-
straint that may be violated in order to establish priorities
amongst models, which was introduced in [9] having the
following syntax.

Definition 3 (Weak Constraint [9]): A weak constraint
(wc) is an expression of the form

\[
\not\sim b_1, \ldots, b_k, \text{ not } b_{k+1}, \ldots, \text{ not } b_m[w : l]
\]  

(2)

where for \( 0 \leq k \leq m, b_1, \ldots, b_m \) are literals, while \( w \)
(weight) and \( l \) (level) are positive integer constants or
variables. For convenience, \( w \) and/or \( l \) may be
omitted and are set to 1 in such case.

Informally, the interpretation of an ASP program containing
such rules consist in minimising the sum of violated weak
constraints in the highest priority level, and among them those which minimise the sum of weights of the violated weak constraints in the next lower level, and so on. For page-limit reasons, we skip the formal semantics, which is easily accessible in [9] and others.
Although ASP is our main basis, we need a means to set up preferences amongst partial models, so that we may choose the ones according to general principles. One of such intermediate mechanisms was introduced as Abductive Logic Programming in [10] and is briefly presented in the following section.

B. Minimal Generalised Answer Sets

Minimal Generalised Answer Sets (MGAS) is one of the semantics to interpret abductive programs, which provides a more general and flexible semantics than standard ASP. Some of the main definitions are the following.

Definition 4 (Abductive Logic Program [10]): An abductive logic program is a pair \( (P,A) \) where \( P \) is an arbitrary program and \( A \) a set of literals, called abducibles.

A way to interpret an abductive program is by generalised answer sets, as formally expressed in the following definition.

Definition 5 (Generalised Answer Sets GAS [10]): \( M(\Delta) \) is a generalised answer set of the abductive program \( (P,A) \) if and only if \( \Delta \subseteq A \) and \( M(\Delta) \) is an answer set of \( P \cup \{H \leftarrow \top \mid H \in \Delta \} \).

Once we get more than one generalised answer set, a preferred order can be established over their set inclusion. Accordingly, we can talk about a Minimal Generalised Answer Set—MGAS.

Definition 6 (Abductive Inclusion Order [10]): An order over generalised answer sets is as follows: Let \( M(\Delta_1) \) and \( M(\Delta_2) \) be generalised answer sets of \( (P,A) \), we define \( M(\Delta_1) \leq_A M(\Delta_2) \) if and only if \( \Delta_1 \subseteq \Delta_2 \).

III. DEBUGGING LOGIC PROGRAMS

Once we have the necessary background we can introduce our proposal to implement the debugger. To begin with, we say a program is consistent when it has answer sets, and it is inconsistent when it is not consistent. Additionally, it is said to be debuggable in at least two cases. On the one hand, it is debuggable when it is originally consistent and we want to incorporate a new rule that yields an inconsistency. On the other hand, when it is originally inconsistent and we wish to make it consistent.

This should be clearer after the following two examples.

Example 2: Suppose the consistent ASP program

\[ P = \{(a \leftarrow \top), (b \leftarrow \neg c), (d \leftarrow \top)\} \]

which we would like to incorporate a new rule: \( (\neg b \leftarrow \neg c) \). As a result, we get the new inconsistent program

\[ P' = \{(a \leftarrow \top), (b \leftarrow \neg c), (d \leftarrow \top), (\neg b \leftarrow \neg c)\} \]

which is debuggable. Informally one can easily realise that the new rule and rule \( b \leftarrow \neg c \) are the source of conflict.

As opposed to Example 2, where the new rule might be considered a formal update to \( P \), one might also want to debug a single (static) ELP, as in the following example.

Example 3: Suppose the inconsistent program

\[ \{(a \leftarrow \top), (b \leftarrow \neg c), (d \leftarrow \top), (\neg b \leftarrow \top), (\neg a \leftarrow \neg e)\} \]

which has no answer sets. As a result, it is debuggable and one can easily realise that the following pairs of rules are in conflict:

\[ (a \leftarrow \top) \text{ with } (\neg a \leftarrow \neg e) \text{ and } (b \leftarrow \neg c) \text{ with } (\neg b \leftarrow \top) \]

In order to overcome situations like the two cases above, we propose a semantics that can deal with them and can locate and show the sources of conflict so that the inconsistency may be resolved at meta-semantics.

The following framework shall debug the conflicting rules from an inconsistency and shall yield one or more transformed programs that are no longer inconsistent. Informally, the method consists in relaxing the program to be debugged, by means of a set of new default-negated distinguished literals that do not appear in the original language. Once relaxed, they are part of the abductive logic program that has minimal generalised answer sets, which can point out the conflicting rules.

Formally, an \( \alpha \)-relaxed rule is a rule \( \rho \) that is weakened by a default-negated atom \( \alpha \) in its body: \( \text{Head}(\rho) \leftarrow \text{Body}(\rho) \cup \{\neg \alpha\} \). In addition, an \( \alpha \)-relaxed program is a set of \( \alpha \)-relaxed rules. Finally, there is a particular case of ELP from Definition 1 that contains facts-only, defined as generalised program:

A generalised program of \( A \) is a set of rules of form \( \{\ell \leftarrow \top \mid \ell \in A\} \), where \( A \) is a given set of literals.

Definition 7 (Debug Program): Given a debug pair of extended logic programs, \( P_1 \equiv P_2 \) over a set of atoms \( A \) and a set of distinguished abducibles, \( A' \), where \( A \cap A' = \emptyset \), its debugged program is \( P' \cup P_2 \cup P_G \), where \( P' \) is the relaxed program for \( P \); \( P_G \) is a generalised program for \( M \cap A' \) for some minimal generalised answer set \( M \) of \( (P'_1 \cup P_2, A') \) and \( "w" \) is the corresponding debugging operator.

A debug program has a corresponding model called debug model:

Definition 8 (Debug Model): Given a debug pair \( P_w = P_1 \approx P_2 \) of extended logic programs over a set of atoms \( A \), the set \( S \subseteq A \) is a debug model of \( P_w \) if and only if \( S = S' \cap A \) for some minimal generalised answer set \( S' \) of the corresponding abductive program.

A rule \( \rho \) is said to contradict a consistent ELP, \( P \not\equiv \{\rho\} \), when \( \{\rho\} \cup P \) has no answer sets.

Proposition 1: Suppose two consistent ELP's \( P_1, P_2 \) and a given debug pair \( P_w = P_1 \approx P_2 \) such that \( P_1 \cup P_2 \) has no answer set. The rule \( \rho' \in P_1 \) contradicts \( P_2 \) if and only if \( \rho' \in P_1 \), where \( \rho' \) is the corresponding \( \alpha \)-relaxed rule.
of ρ; P’ is the relaxed program of P; α ∈ M and ¬α ∈ Body(ρ’). For some minimal generalised answer set M of its corresponding abductive program.

Proof sketch: The proof comes from the fact that P₂ is consistent and an α-relaxed rule ρ ∈ P₂ is inhibited when its corresponding abducible α is true.

In consequence, the α-rules in the debug program give enough information so as to find the source of conflict when one of them is not satisfied. So, one can always find contradictory rules as in the following example.

Example 4: From Example 2, one can suppose the new rule is in P₂. So, rule ρ = (b ← not c) contradicts P₂ because the update pair is P₂ ∪ P₂, which has a corresponding relaxed program P’ and a corresponding relaxed rule of ρ, ρ’, and the abductive program (P’ ∪ P₂, A*), with a MGAS, M, where α ∈ M and not α ∈ Body(ρ’). As a result, α points out rule ρ as a source of conflict and the entire ρ’ is not satisfied.

By recalling Example 3, one can also debug a single (static) ELP as follows.

Example 5: Given the inconsistent program P from Example 3, the debug pair corresponds to P ∪ {} and the following pairs of rules (α ← T) with (¬α ← not x) and (b ← not c) with (¬b ← T) contradict each other for similar reasons.

In general, the following property holds when restoring consistency from an inconsistent program.

Proposition 2: Given an inconsistent ELP, P, and the debug pair P₂ = P ∪ {}. The rule ρ ∈ P contradicts P if and only if ρ’ ∈ P’, where ρ’ is the corresponding α-relaxed rule of ρ, P’ is the relaxed program of P, α ∈ M and ¬α ∈ Body(ρ’), for some minimal generalised answer set M of the corresponding abductive program from P₂.

This section has been an introduction to some of the main results of this paper, which consist of a general characterisation of contradictory information in ASP and weak constraints. They provide a solid theoretical framework towards the implementation of a system in DLV to debug knowledge bases. Further theoretical results, however, both on the properties of DLV’s weak constraints and on consistency are omitted due to page-limit restrictions.

IV. IMPLEMENTATION

Currently there are at least three major efficient solvers for ASP with a long background of implementation and research. Some of those are DLV [9], CLASP and SMODELS [11], and our system debugs ELP programs of such solvers.

One of the proposals [12] to implement updates in MGAS was a setting of preferred disjunctive logic programs in ODLP [13] and an implementation for pairs of programs. Their justification in [12] to use ODLP is the implemented solver called PSmodels² that is an extension to SMODELS [11] to compute preferred answer sets. Unfortunately, up to now there is no stable version and the current one (v. 2.26a) endures some few bugs³. Moreover, it is believed that DLV significantly outperforms SMODELS [9], not to mention that ODLP is such a colossal system that can do much more complex tasks than just minimal inclusion models.

As an alternative to SMODELS we propose the use of DLV with a minimal-set-inclusion function (that is not yet included in DLV) for their characteristics of generalised answer sets.

A. The Parser and Grammar

Differently from the implementation suggested in [12], which has parser embedded in its PHP⁴ code, this new parser has been compiled in C and it should be portable to nearly any other platform. The advantage of having a UNIX command-line binary module is the ease to be plugged in to other modules so as to build a more complex application. So, we propose the following tokens instances for this debug solver to take part at the scanner phase.

```
NAME: [a-zA-Z]?([a-zA-Z0-9_]*)
GETS: "not."
RULE-END: ":"
CONJUNCT: ";"
```

Note that, although we say pairs of programs, the case of an inherently inconsistent program that we have analysed in Section IV is still in order, as we can stick to Proposition 2 to handle it with the same debug definitions.

As soon as Flex scans the text of a program pair, its output is passed on to Yacc, which gives a meaning to each correct structure of rules and a program pair that contain rules. In particular, the Yacc process specifies the grammar for update pairs introduced in previous sections. It is also responsible for relaxing each rule in the first program of the pair, with a new distinguished atom and establishes a set-inclusion-preference relation among such atoms. Last, this process is responsible of an error-checking mechanism that verifies the correctness of the program according to a simple BNF grammar below.

```
<pair> ::= '{<program>}' '{<program>}'
<program> ::= <program> <rule> | <rule>
<rule> ::= <head> END |
            | <head> GETS <body> END
<head> ::= <POST> |
            | <LITERAL>
<body> ::= <PRE> |
            | <LITERAL>
            | NOT <LITERAL>
            | CONJUNCT <LITERAL>
            | CONTRUCT NOT <LITERAL>
<LITERAL> ::= NAME |
            | NAME '.' NAME '
```

³This is a script language quite suitable for small processes of dynamic contents on web pages.
As mentioned before, for each rule that is analysed, the system appends a pair of new rules with relaxing atoms and a weak constraint, in the first program of the pair:
\[ -\alpha_i \mid \alpha_i \leftarrow T \]  \hspace{2cm} (3)
\[ \therefore \alpha_i [1:1] \]  \hspace{2cm} (4)
where \( i \) represents the \( i \)th abducible \( \alpha \) and the latter forming a \([\text{weight} : \text{level}]\) weak constraint, and \( \text{weight} = \text{level} = 1 \) in our case.

The intuition behind this formulation is to compute the GAS's of the abductive program by violating the minimal set inclusion of abducibles under weak constraints syntax.

Example 6: Suppose we would like to restore consistency to the following simple ASP program:
\[ \mathcal{P} = \{ (a \leftarrow b), (c \leftarrow a), (e \leftarrow \neg e), (-a \leftarrow \neg g), (b \leftarrow T) \} \]
The corresponding abductive program is \( \{ \mathcal{P}' \cup \emptyset, \mathcal{A}^* \} \) where
\[ \mathcal{P}' = \{ (a \leftarrow b, \neg \alpha_3), (c \leftarrow a, \neg \alpha_3), (e \leftarrow \neg e, \neg \alpha_3), (-a \leftarrow \neg g, \neg \alpha_3), (b \leftarrow \neg \alpha_3) \} \]
and \( \mathcal{A}^* = \{ \alpha_1, \alpha_2, \alpha_3, \alpha_4 \} \). It is not hard to see that the GAS's of such a program are:
\[ \{ a, b, c, \alpha_3, \alpha_4 \}, \{ b, a, \alpha_3, \neg a \}, \{ \alpha_3, \neg a, \alpha_3 \} \]
The abductive program is then transformed into a DLV's preference program ready to be interpreted as a cardinality preference or as a set-inclusion preference semantics:
\begin{align*}
&-b, \neg \text{alpha}_1, \\
&-\text{alpha}_1 \mid \text{alpha}_1, \quad \sim \text{alpha}_1, \quad [1:1] \\
&-a, \neg \text{alpha}_2, \\
&-\text{alpha}_2 \mid \text{alpha}_2, \quad \sim \text{alpha}_2, \quad [1:1] \\
&-e, \neg \text{alpha}_3, \\
&-\text{alpha}_3 \mid \text{alpha}_3, \quad \sim \text{alpha}_3, \quad [1:1] \\
&-a, \neg \text{alpha}_4, \\
&-\text{alpha}_4 \mid \text{alpha}_4, \quad \sim \text{alpha}_4, \quad [1:1] \\
&-b, \neg \text{alpha}_5, \\
&-\text{alpha}_5 \mid \text{alpha}_5, \quad \sim \text{alpha}_5, \quad [1:1] \\
\end{align*}

Once there is such a preference program like in Example 6, DLV can interpret it as preferred answer sets, which would cardinality-prefere the abducibles of the mentioned GAS's. Although such semantics should have interesting applications, in this case it would not necessarily give us the minimal set of conflicting rules of the original \( \mathcal{P} \). Instead, DLV should extend the weak-constraints semantics to an additional switch that can allow the user to choose between cardinality preference and set inclusion preference. That is to say, such switch would allow us to choose between those models that violate the least number of weak constraints and those that violate the minimal set inclusion of the simple weak constraints rewritten by the system. Suppose one can make a choice, like in \texttt{P3models}\footnote{The reader should recall that we mentioned before that although \texttt{P3models} is a good alternative, it is unpractical for two reasons: the few bugs it endures and the heavy load it is for a computer.}. As a result, from the preference program DLV would choose the minimal set inclusion of abducibles, which actually correspond to the abducibles of its MGAS's
\[ \{ \neg a, b, \alpha_1, \alpha_3 \}, \{ a, b, c, \alpha_3, \alpha_4 \}, \{ \neg a, \alpha_3, \alpha_3 \} \]
from program \( \{ \mathcal{P}' \cup \emptyset, \mathcal{A}^* \} \).

According to the semantics introduced in Section III, the MGAS's shown above can give us enough information to start debugging program \( \mathcal{P} \). They mean that rule \( \rho \in \mathcal{P}' \) where \( \alpha_1 \in \text{Body}(\rho) \) conflicts with \( \mathcal{P} \). That is, rule \( (a \leftarrow b, \neg \alpha_3) \in \mathcal{P}' \), which is the relaxed form of \( (a \leftarrow b) \in \mathcal{P} \) should be considered when debugging the inconsistent program \( \mathcal{P} \). Such is the case of the rest of the rules.

In addition, the case of \( \alpha_3 \) is worth considering. Notice that either rule \( \rho_5 \in \mathcal{P}' \), where \( \alpha_3 \in \text{Body}(\rho_5) \), is in conflict with \( \mathcal{P} \), or rule \( \rho_1 \in \mathcal{P}' \), where \( \alpha_1 \in \text{Body}(\rho_1) \), is, or rule \( \rho_4 \in \mathcal{P}' \), where \( \alpha_4 \in \text{Body}(\rho_4) \), is. That is because rule number five depends on the truth value of rule number one, which are also in conflict with rule number four. So, the metalanguage has three different minimal ways to make \( \mathcal{P} \) consistent by changing one of these three rules in question, besides rule number three!

Finally, rule \( \rho \in \mathcal{P} \) where \( \alpha_3 \in \text{Body}(\rho) \) is common to all the MGAS's and has no counterpart. That is obvious because the rule is intrinsically inconsistent in ASP.

B. The User Interface

The user interface is a simple web page consisting of the display of the original pair, its transformation to abductive program and its generalised answer sets, as well as the result of interpreting such an abductive program under MGAS and the update answer sets of the pair, whenever DLV can prefer under set-inclusion criterion, as we have suggested in this paper. This is a rapid-prototype technique encoded into a UNIX script, with some simple sub-processes that filter in the needed text from the DLV's formatted output. Last, this main module is also responsible for dealing with the user interface in HTML, by getting the input pair into a text pane on a web page and processing it to display the output within a new web page.

1) The Abductive Program: The abductive program is indeed encoded into a preference relation of weak constraints. The relation consists of a relaxed ELP where each rule has its corresponding pair of disjunctive abducibles (3) and a weak constraint (4).

This simple process forms the triple rule at the parsing stage by keeping a counter for each abducible, which is displayed once a rule is recognised as valid: the relaxed rule, a disjunctive rule and a weak constraint. The reader should note that such weak constraints shall be interpreted under set-inclusion preference rather than the original cardinality preference.
2) Computing Conflicting Rules: Computing conflicting rules is a straightforward process that takes the abductive program from the previous process as an input and passes it on to DLV. The general intuition behind this solver is to apply the ASP-reduct of the input ELP that returns none or more conflicting rules with their corresponding debugged program(s).

V. DISCUSSION AND FUTURE WORK

We have presented general methods for rapid prototyping of logic programming and for further research on optimisation techniques. We have also implemented the declarative version of both a debug semantics and MGAS’s. The system has been thought with strong emphasis in declarative programming, in just some fragments of procedural modules, in order to make it easily modifiable for particular frameworks and as an evidence to confirm claims of the original semantics here prototyped. Another of its highlights is its modularity and UNIX philosophy that allows it to be a web service and easily plugged in to other systems even without needing to download it. Moreover, its simple standard graphical user interface in HTML, makes it very easy to use, compared to most of the typical ASP solvers implemented for command-line use.

Implementation is one of the main components of Logic Programming, which helps quickly understand it (for educational proposes and for a reliable comparison tool, for instance). It also helps spread methods and compute large knowledge bases for more complex applications and future frameworks.

Some future works are in order. One of the most interesting is the implementation of a module to get the minimal set inclusion in DLV. Next, the complexity of the system should be formalised. On the theoretical side, there is work to do on consistency topics and debugging problems.

Some final informal remarks on the complexity in advance, though, are with respect to the program transformation. The transformed program should grow exponentially with respect to the original initial program.
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